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Label space

● 36 categories defined, 33 appear
○ v1 had 6 broad categories
○ v2 tags different than traditional tags
○ medical category added,

corporation and group merged

MultiCoNER II
Task: for each token, predict whether it is part 
of a named entity and the label

● 12 languages
○ our focus: English + French
○ v1 had 11 (7 in common)

+ multilingual + code mixed

2022 (v1)
2023 (v2)



Dataset
● Tags are fine grained unlike normal NER

○ could use v2 to augment v1,
not the other way around

● All lowercase text - can’t use as clue
● Task said would focus on misspellings

/ typos, not present in dataset
● Created w/ weak supervision - 

annotations not 100% accurate

Distribution

● ~1.25-1.5 entities per sentence on avg
● imbalanced label classes
● varying length of entities

English: [Artist wes anderson]'s film [VisualWork the grand budapest hotel] opened the festival .
French: l [Politician amiral de coligny] réussit à s y glisser .



Proposed Methods
● 3 Novel Translation Techniques based on MulDA

○ Full: Linearized Labeled Sequence Translation
○ Partial: Linearized Partial Labeled Sequence Translation
○ Stabilized: Non-linearized Unlabeled Sequence Translation

■ Full
■ Partial

● Substitution using Masked Entity Language Model



MulDA
● Uses Google Cloud API as translation tool
● 3-step translation method
● No linearization during translation



Full: Linearized Labeled Sequence Translation
What MulDA Did: What Full Does (Only Step 3 of MulDA):

src: heron was born in [B-HumanSettlement welwyn] 
[I-HumanSettlement garden] [I-HumanSettlement city] in 
1949.
Sent to Google Translate: 
heron was born in [UNK  welwyn] [UNK  garden] [UNK  
city] in 1949.
tgt: heron est né à B-HumanSettlement welwyn 
I-HumanSettlement garden I-HumanSettlement city en 
1949.
src: barongo has undertaken children ‘s projects in 
[B-HumanSettlement sweden] [B-HumanSettlement 
south] [I-HumanSettlement africa] and the 
[B-HumanSettlement united] [I-HumanSettlement states]
Sent to Google Translate: 
barongo has undertaken children ‘s projects in [UNK  
sweden] [UNK  south] [UNK  africa] and the [UNK  united] 
[UNK  states]
tgt: barongo a entrepris des projets pour les enfants en 
B-HumanSettlement suède B-HumanSettlement sud 
I-HumanSettlement afrique et les B-HumanSettlement 
unis I-HumanSettlement états



Partial: Linearized Partial Labeled Sequence Translation
What MulDA Did: What Partial Does (Only Step 3 of MulDA):

src: heron was born in [HumanSettlement 
welwyn garden city] in 1949.

sent to Google Translate: 
heron was born in “<span 
class=”no-translate”>B-HumanSettlement</span
> welwyn” “<span 
class=”no-translate”>I-HumanSettlement</span> 
garden” “<span 
class=”no-translate”>I-HumanSettlement</span> 
city” in 1949.

tgt: heron est né à “B-HumanSettlement 
welwyn” “I-HumanSettlement garden” 
“I-HumanSettlement city” en 1949.

output: heron est né à [HumanSettlement 
welwyn garden city] en 1949.



Stabilized: Non-linearized Partial Unlabeled Sequence Translation
What MulDA Did: What Stabilized Does (Only Step 2 of MulDA):

ORG0
src: they teamed from 1989 to 1991 in the 
[national wrestling alliance] ( nwa ) and world 
championship wrestling ( wcw ) .
tgt: ils ont fait équipe de 1989 à 1991 dans la 
[national wrestling alliance] (nwa) et le 
championnat du monde de lutte (www).

PrivateCorp1
src: they teamed from 1989 to 1991 in the 
national wrestling alliance ( nwa ) and [world 
championship wrestling] ( wcw ) .
tgt: ils ont fait équipe de 1989 à 1991 dans 
l'alliance nationale de lutte (nwa) et [la lutte du 
championnat du monde] (wcw).

The tgts don’t match (translation isn’t stable) - 
skip this example.



Stabilized: Non-linearized Partial Unlabeled Sequence Translation
What MulDA Did: If the translations do match, then combine them to 

create orig (partial) and trans (full) examples:
MedicalProcedure0
src: the [polymerase chain reaction] was developed 
in the 1980s by kary mullis .
tgt: la [réaction en chaîne par polymérase] a été 
développée dans les années 1980 par kary mullis .

OtherPER1
src: the polymerase chain reaction was developed in 
the 1980s by [kary mullis] .
tgt: la réaction en chaîne par polymérase a été 
développée dans les années 1980 par [kary mullis] .

Full Output: la [MedicalProcedure réaction en chaîne 
par polymérase] a été développée dans les années 
1980 par [OtherPER kary mullis] .
Partial Output: la [MedicalProcedure polymerase 
chain reaction] a été développée dans les années 
1980 par [OtherPER kary mullis] .



Limitations

Sentence-to-sentence Translation
● Tags were translated

○ "PROD-Vehicle" -> “PROD-véhicule” and "MED-Symptom" -> “MED-symptôme”
● Sometimes words inside the brackets were translated sometime not

○ city -> city and sweden -> suède
● Words were capitalized after translation

○ james -> James
● Plural s was dropped
● Words inside brackets were swapped

○ [tag1 united ] [tag2 states] -> [tag1 unis] [etats tag2]

Cost
● Without batching, takes a long time to augment the training set
● Only the first 500,000 characters are free for translation in Google Cloud



Limitations
Bad Dataset Annotations
# id 156a76ec-4fe3-42ed-9bcc-ec550894cf08

he _ _ O
holds _ _ O
wins _ _ O
over _ _ O
tito _ _ B-Athlete
ortiz _ _ I-Athlete
masakatsu _ _ B-Athlete
funaki _ _ I-Athlete
yuki _ _ B-OtherPER
kondo _ _ I-OtherPER
semmy _ _ B-Athlete
schilt _ _ I-Athlete
and _ _ O
minoru _ _ B-Athlete
suzuki _ _ I-Athlete
. _ _ O

# id 1de39462-f3b7-41b2-8605-5a8cf6e4e220

ray _ _ B-Athlete
ferraro _ _ I-Athlete
( _ _ O
select _ _ O
games _ _ O
) _ _ O
jamie _ _ B-Athlete
mclennan _ _ I-Athlete
( _ _ O
select _ _ O
games _ _ O
) _ _ O
mike _ _ B-OtherPER
johnson _ _ I-OtherPER
( _ _ O
select _ _ O
games _ _ O
) _ _ O



Ethical Issues
Environmental Risks
● Model training and development costs enormous amounts of compute time and energy

○ We use a “base” model with relatively short # of epochs (20)
● We take for granted the resource that went into building necessary infrastructure (Agate!)

○ Rare metal mining for high performance chips
○ Carbon consumption for maintaining Internet, servers, etc.

Injecting Bias
● The task organizer, or more generally NLP researchers, inject their own set of values to the task

○ Who are we to decide if a person is a politician, an artist, or or just simply “other person”
● Broadly speaking, the elites with technological expertise will decide and enforce ideas to all users

○ Loosely tied to censorship in social media
Who Benefits? Who Doesn’t?
● Many believe that the research efforts will benefit all humanity equally, but that’s not true

○ Who are we really helping? Corporates like Amazon? Researchers like DK?
○ Who are we sacrificing? 3rd-world mining bases? Maybe multilingual systems help…



Experiments and Results



Experimental Setup
Finetune pretrained XLM-RoBERTa-base + Conditional Random Field (CRF) Classifier

● Adapted from MultiCoNER 1 baseline code
● 20 Epochs
● AdamW Optimizer w/ 1e-5 Learning Rate

Takes about 2.5 hours (per model) to train on MSI’s Agate Cluster

Train, Test, and Compare 12 models trained using different datasets.



Experimental Setup Cont’d
Evaluate on Macro Averaged F1 Score (From Competition)

● An NE tag prediction is “correct” if equal to ground truth tag
● Average of F1 score for each tag (without considering number of each tag)



Experiment 1: Translation
● 1 Language Pair: English - French

○ Train with (English-Train) + Translated (French-Train -> English)

○ Train with (French-Train) + Translated (English-Train -> French)

● Evaluate on English-Dev / French-Dev



Experiment 1: Training (French → English)
● Validation F1 Scores For English
● Stable-Full Achieves Best Results



Experiment 1: Training (English → French)
● Validation F1 Scores For French
● Stable-Partial Achieves Best Results



Experiment 1: Quantitative Results
Valid F1 Valid P at Max Valid F1 Valid R at Max Valid F1

EN 0.802 0.800 0.804

EN-Full 0.794 0.796 0.792

EN-Partial 0.777 0.766 0.789

EN-Stable-Orig 0.805 0.810 0.801

EN-Stable-Trans 0.809 0.795 0.823

FR 0.827 0.825 0.829

FR-Full 0.817 0.811 0.822

FR-Partial 0.822 0.828 0.817

FR-Stable-Orig 0.835 0.836 0.835

FR-Stable-Trans 0.818 0.820 0.816



Experiment 1: Error Analysis (Label vs. Pred)



Experiment 1: Error Analysis (Label vs. Pred)



Experiment 1: Error Analysis (Label vs. Pred)



Experiment 2: Masked Entity Language Model
● Inspired by Masked Language Modelling from BERT

○ Finetune XLM-RoBERTa-base + Masked Language Modelling Head

○ Mask named entities and learn to recover them from context

● Masks are greedily recovered one-by-one



Experiment 2: Quantitative Results
MELM Validation F1 on French

Despite convincing examples, hinders performance



Future Direction
● Improving Translation

○ Make use of <span class=”notranslate”></span> more
○ Exact copy of MulDA

● Improving MELM
○ Not-greedy sampling
○ Longer training

● Comparative analysis
○ T-SNE plot of samples obtained from different methods
○ Similarity vs. Difficulty plot
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