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Abstract

The MultiCoNER II shared task aims to detect
noisy and out-of-domain complex named enti-
ties for multiple languages. While knowledge-
retrieval-based systems such as DAMO-NLP
and USTC-NELSLIP were successful for the
previous version of the task, MultiCoNER I,
still had shortcomings such as sensitivity to
noise (typos) and lower performance on out-of-
knowledge-base named entities. To alleviate
these shortcomings, we propose data augmen-
tation techniques to augment training data with
noisy and diverse-domain entities.

1 Introduction

The named entity recognition task is a critical part
of information extraction in which every word in
a sentence is classified into named entity types
such as names of people, organization, location,
etc. (Nadeau and Sekine, 2007). Since it was first
organized in 1996 at the Sixth Message Under-
standing Conference, many mono- and multilingual
tasks, such as the CoNLL 2003 (Sang and Meulder,
2003), Ontonotes corpus v5 (Pradhan et al., 2013),
and WNUT 2017 Emerging Entities (Derczynski
et al., 2017) were organized to tackle its challenges.

Among named entities, complex named entities
are the more syntactically complex named enti-
ties–often names of creative works–that existing
systems have a hard time recognizing (Ashwini
and Choi, 2014). Complex named entities are
more challenging to detect than traditional ones,
because they are rarer in data, newly created more
frequently, and have more diverse syntactic struc-
tures.

Even though knowledge-retrieval-based systems
achieved great results at the MultiCoNER shared
task from SemEval 2022 (Malmasi et al., 2022),
they are sensitive to noisy and out-of-domain enti-
ties. The MultiCoNER II shared task proposes new
tasks to address the shortcomings of top performing
models from the MultiCoNER shared task.

Our group, Team Polygots, attempt to propose
improvements to the baseline NER model by trying
various data augmentations on the training data.

2 Related Works

2.1 Named Entity Recognition

Named Entity Recognition (NER) is a core natural
language processing (NLP) task (Chen et al., 2022)
that has a lot of applications in academia, market-
ing, medical and security domains. Transformer-
based pretrained language models have achieved
great success in almost every NLP task (Kalyan
et al., 2021) including NER. These models learn
universal language representations from large vol-
umes of text data using self-supervised learning
and transfer this knowledge to downstream tasks
(Kalyan et al., 2021). Multilingual BERT (M-
BERT), released by (Devlin et al., 2019) as a single
language model pre-trained from monolingual cor-
pora in 104 languages, is shown to be very good
at cross-lingual model transfer (Pires et al., 2019).
XLM-RoBERTa (Conneau et al., 2019) is another
pretrained multilingual language model at scale
that has led to significant performance gain for a
wide range of cross-lingual transfer tasks.

2.2 Multilingual Language Models

Fine-tuning pretrained contextual embedding is
a useful and effective approach to many NLP
tasks (Wang et al., 2022) and recently many re-
searchers have put their effort into training fine-
tuned multilingual models such as mBERT and
XLM-RoBERTa to improve their model’s perfor-
mance. (Malmasi et al., 2022) designed a NER
system using XLM-RoBERTa on MultiCoNER I
dataset that computes a representation for each to-
ken which was then used to predict the token tag
using a Conditional Random Field (CRF) classifi-
cation layer (Sutton and McCallum, 2010). Their
system resulted in a F1 score of 0.478.



2.3 Data Augmentation for Natural Language
Processing

There are four main categories of data augmenta-
tion methods: translation, substitution, generation,
and mix-up. Translation-based methods, such as
MulDA (Liu et al., 2021), translates a sentence to
another language and often back to the source lan-
guage to introduce variance. Substitution-based
methods, such as MELM (Zhou et al., 2022),
replaces characters, words, or phrases based on
heuristics or language models. Generation-based
methods, such as DAGA (Ding et al., 2020) trains
a language model on the training data and ran-
domly sample from the language model to generate
new data. Mix-up-based methods, such as SeqMix
(Zhang et al., 2020), linearly interpolate between
pairs of samples to generate novel sentences.

2.4 Best Models from MultiCoNER I
The first ranked team from MultiCoNER I shared
task, DAMO-NLP (Wang et al., 2022), which got
the highest F1 score for the multilingual task, took
a different approach and introduced a knowledge-
based NER system which used (Malmasi et al.,
2022) system as their baseline and added a knowl-
edge retrieval module to enhance their performance.
The knowledge retrieval module takes an input sen-
tence as a query and retrieves top-k related para-
graphs from Wikipedia which will be then concate-
nated and fed into the NER module. The output of
the NER module which is a token representation
of the input sentence will be fed into a linear-chain
CRF to produce the label predictions. This method
has shown an F1 score of 0.853.

Figure 1: The architecture of DAMO-NLP knowledge-
based NER system

The second-ranked team from MultiCoNER I,
USTC-NELSLIP (Chen et al., 2022), also used the
same concept of a knowledge retrieval system but
instead of retrieving top-related paragraphs from
Wikipedia, they introduced a gazetteer-adapted in-
tegration network (GAIN). This system first adapts

the representation of the gazetteer network built
from Wikidata to the XLM-RoBERTa model by
minimizing KL divergence between them. After
adaptation, these networks will be integrated for
backend-supervised NER training. This method
has also shown an F1 score of 0.853.

Figure 2: The architecture of USTC gazetteer-adapted
integration network

3 Problem Formulation

3.1 Task
MultiCoNER II is a Multilingual Complex Named
Entity Recognition shared task, offered as part of
SemEval-2023, The 17th International Workshop
on Semantic Evaluation. Given a sentence, the
task is to detect and categorize all named entities
in the sentence. To be more concrete, each word
in the sentence is tagged with Beginning-Inside-
Outside tags. The beginning tag denotes the first
word in a named entity, inside denotes other words
in a named entity, and outside means the word is
not a part of a named entity. Then, each begin-
ning and inside tags are categorized into one of 36
fine-grained labels, which are organized into 6 cat-
egories according to the WNUT 2017 (Derczynski
et al., 2017) taxonomy entity types: person, group,
corporation, location, product, and creative work.
The dataset consists of 12 languages, where each
language has between 9k-16k training sentences
and 500-900 development sentences.

3.2 Dataset
MultiCoNER II is divided into 12 languages, in-
cluding 7 of the same languages from MultiCoNER
I (Bangla, Chinese, English, Farsi, German, Hindi,
and Spanish) and 5 new languages (French, Ital-
ian, Portuguese, Swedish, and Ukrainian). The
second iteration of this task leaves out 4 previous
languages (Dutch, Korean, Russian, and Turkish)
as well as the multilingual and code-mixed tasks of
the previous competition. For our efforts, we have
simplified our exploration to look at the English
and French tasks.

Rather than the 6 coarse categories present in
MultiCoNER I common of standard NER systems,



Figure 3: Example sentences and labeled named entities
from MultiCoNER I (Malmasi et al., 2022) and Multi-
CoNER II

there are instead 36 defined granular labels which
are then organized into 6 categories (see figure
4). For each language in the dataset in both train
and development sets however, OtherCW, Other-
CORP, and TechCORP never occur, thus limiting
the dataset to 33 observed labels. Notably, Multi-
CoNER II introduces a new medical (MED) cat-
egory, and lumps the previous year’s corporation
(CORP) category into the group (GRP) category.
Examples of the difference in granularity of label-
ing between the two tasks can be seen in figure
3.

Figure 4: Coarse labels present in MultiCoNER I (top)
as compared to granular labels in MultiCoNER II (bot-
tom)

The data itself is stored in the CoNLL format,
where each token has a label of ’O’ for outside if
it is not part of an entity, ’B-<label>’ if it begins
an entity, and ’I-<label>’ if it is inside of an en-
tity after it begins. By modeling the samples in
this sequential fashion, there is no issue in working
with languages that read left to right or right to left.

For languages that have a concept of capitalization,
all samples have been made lowercase, which re-
moves the ability to use capitalization as an aid in
identifying entities.

The dataset was not released until late October,
which limited our time to explore and analyze it.
In contrast to the stated aims of the task to explore
limitations of previous methods which were brittle
to out-of-knowledge base entities and noise such as
misspellings and typos, none of those challenges
were introduced, thus leaving the novelty in the
new dataset to a new set of languages and a finer-
grained label set. However, as the dataset was
created with weak supervision, we observe that not
all of the annotations may be accurate.

While MultiCoNER I had a consistent 15,300
training and 800 development samples per lan-
guage (with the multilingual task a simple com-
bination of the 11 languages), MultiCoNER II has
more variability in the exact number of training
and development samples per language, however,
the ratios remained proportional across languages.
Each language has between 9k-16k training sen-
tences and 500-900 development sentences, though
there are notably fewer samples for Bangla, Chi-
nese, German, and Hindi than there are for En-
glish, Farsi, French, Italian, Portuguese, Spanish,
Swedish, and Ukrainian. Across each language
and dataset, there are roughly 1.25-1.5 entities per
sentence on average. The samples and number of
entities in each dataset can be seen in figure 5.

It is worth noting the imbalanced distribution of
the named entity types as shown in figure 6.

4 Proposed Methods

4.1 Python Packages

Originally, we proposed using Python packages to
introduce spelling errors and other forms of stan-
dard data augmentations into our data. However,
we 1. Decided to focus on implementing novel
data augmentation methods and 2. Did not find
any spelling errors in the training or validation data.
When the competition organizers were contacted
about this, the response was "This edition’s main
focus is identifying fine-grained entity types and
some new languages." In other words, it seems
as though they have drastically changed the pur-
pose of the competition since our first proposal. As
described below, we decided to continue working
on MulDA, but unfortunately, we did abandon the
idea of introducing spelling errors as it no longer



Figure 5: Samples (top) and entities (bottom) in each
dataset in MultiCoNER I and II

Figure 6: Distribution of label classes in MultiCoNER
II across all 12 languages including the train and dev
sets

seemed to be a productive use of our time, given
the new scope of the competition.

4.2 MulDA

4.2.1 Translation

MulDA (Liu et al., 2021) was one of our proposed
ideas which is a data augmentation technique that
focuses on multilingual NER. MulDA uses off-
the-shelf Google Cloud API as its translation tool
which supports more than 100 languages. MulDA
introduced a 3-step translation method that replaces
named entities with contextual placeholders before
sentence translation and then after translation, it
replaces placeholders in translated sequences with
the corresponding translated entities. See Figure 7
for a detailed example of how this is done.

4.2.2 Generation

In addition to translation, the MulDA paper goes
on to use a linearization technique introduced by
DAGA (Ding et al., 2020) that adds entity types
before sequence tokens after the translation. It
then trains an LSTM-based language model based
on linearized sequences. This augmentation tech-
nique helps to increase diversity by generating syn-
thetic labeled data in multiple languages (Liu et al.,
2021). While we imitated the linearization aspect
of DAGA in our translations, we do not attempt
to do additional language generation. Thus, when
referring to MulDA in the rest of the paper, we are
referring only to section 4.2.1.



Figure 7: MulDA’s labeled sentence translation where
src and tgt are the source and target languages respec-
tively

5 Data Augmentation Techniques

5.1 Full: Linearized Labeled Sequence
Translation

We were introduced to DAGA (Ding et al., 2020)
through MulDA (Liu et al., 2021) paper, which
is an augmentation method with language models
trained on linearized labeled sentences. Lineariza-
tion is the process of inserting entity tags before
the corresponding word as shown in figure 8 (Ding
et al., 2020).

Figure 8: An example of labeled sentence linearization

We took step 3 of MulDA and DAGA’s lineariza-
tion idea and made our translations based on that.
For each training sample, we built a linearized se-
quence, more specifically we used brackets to mark
the span of each entity and then translated the se-
quence to the target language. Figure (6) displays a
linearized sequence with brackets that will be sent
to the Google cloud for translation. This lineariza-
tion method helped us to debug the translated texts
and find the corresponding words easier. In order

to avoid having tags translated, we replaced them
with "UNK" tokens and save the tags and their cor-
responding words in a dictionary and retrieve them
after translation.

Figure 9: An example of using brackets in a linearized
sequence

5.2 Partial: Linearized Labeled Sequence
Translation

We attempted an additional technique that does not
translate the entities. For this technique, we first
linearized the text, but instead of putting brackets
around the linearized text, we instead put quotes
and additional span tags surrounding the text which
indicated that the entities should not be translated
by Google Translate. For an example of how this
was done, see Figure 10.

Figure 10: How the partial method translates text

5.3 Stabilized: Linearized Labeled Sequence
Translation

Our final method of data augmentation, Stabilized,
is the closest to the original MulDA paper and gen-
erates two augmented datasets (Stabilized Full and
Stabilized Partial) which can be directly compared
with one another.



In the Stabilized data augmentation method, we
do not complete Step 1 of MulDA (illustrated in
Figure 7). Instead, we begin with Step 2, putting
brackets around entities and translating via Google
Translate. Then, after translating the full sentence
once for each entity, we check to see if the trans-
lations match each other. If not, we discard the
example, and don’t include it in either of the output
datasets. We theorize that this “stabilizes" Google
Translate, leading to better performance than Full
or Partial. That is, if Google Translate gives two
different translations just due to brackets around
different words in the source text, this likely indi-
cates that Google Translate is not particularly stable
or proficient at translating that sentence. Thus, by
removing results where Google Translate is not
stable, we increase the quality of the dataset.

5.3.1 Stabilized Full
If Google Translate is stable (gives the same trans-
lation regardless of which entity is bracketed), then
we create two new augmented examples, one for
each output augmented dataset. The example for
the Stabilized Full dataset simply uses the trans-
lated entities from the output of Google Translate.
We convert the translated sentence back to the orig-
inal CoNLL format and add it as an example to the
Stabilized Full dataset. This Stabilized Full dataset
is the closest dataset to MulDA.

5.3.2 Stabilized Partial
The example for the Stabilized Partial dataset takes
the original entities from the source language and
uses them instead of the translated entities in the tar-
get language. We still keep the rest of the sentence
translated; it is only the entities that we replace
with the source language entities. The rationale
behind doing this is that it will increase diversity
in the entities found in the dataset since now en-
tities must be recognized even if they are from a
language different than the rest of the text.

5.3.3 Stabilized Summary
Overall, stabilization had a significant effect on
the number of examples introduced to the two Sta-
bilized datasets. Out of 16778 examples, a full
4149 examples were dropped due to Google Trans-
late not translating the examples in a stable fash-
ion. (An additional 72 sentences were dropped
due to invalid bracketing before translation, and
52 sentences were dropped due to brackets not be-
ing found after translation, leading to a total of

4273 dropped examples.) Since the dropped ex-
amples are exactly the same between Stabilized
Full and Stabilized partial, the two datasets provide
a direct contrast to one another; in the Stabilized
Full dataset, entities are translated, whereas in the
Stabilized Partial, they are not.

5.3.4 Bracket Choice

We also ran a small-scale experiment to determine
which type of brackets led to the most stabilization.
We iterated through square brackets, curly braces,
double quotes, angular brackets, and parentheses.
Ultimately, the experiment determined that using
double quotes ('' '' , akin to Partial in Section 5.2)
worked the best for stabilization, with only 3481
examples needing to be dropped due to stability
in comparison to square quotes’ 4149 examples.
However, we decided to use square brackets for
our full report because 1. It more closely matched
the MulDA technique (which uses square brackets)
and 2. When translating from English to French,
Google Translate modified the quotes in 1823 ex-
amples, often times converting them into French
quotes known as “les guillemets": « ». Since the
quotes were modified, the algorithm could not find
the boundaries between the translated entities and
the rest of the text, and therefore these examples
needed to be dropped as well. Thus, overall, trans-
lating using square brackets led to more examples
being added to the datasets, despite the decrease in
stability.

5.4 Masked Entity Language Modelling

Motivated by the success of masked entity language
modeling (Zhou et al., 2022) in low-resource set-
tings (less than 1000 ground truth samples), we
propose to use the same technique in a complex
named entity setting to provide more variation in
the samples. This method substitutes named enti-
ties to different ones by formulating it as a variant
of masked language modeling. To specify, we will
finetune a pretrained XLM-RoBERTa-base to pre-
dict the named entities given the input where all
named entities are masked out. We further condi-
tion this task by including named entity tags before
and after the corresponding word as shown in fig-
ure 11. During generation, masks in a sentence are
greedily recovered one by one to generate coherent
samples conditioned on previous predictions.



Figure 11: Diagram from MELM (Zhou et al., 2022)
explaining their method: masked entity language mod-
eling with linearization.

6 Preliminary Results

We fine-tune a pre-trained named entity recognition
model on various sets of data. The named entity
recognition model consists of a pre-trained XLM-
RoBERTa-base (Conneau et al., 2019) model with
a conditional random field classier on top. This
setup is derived directly from the baseline model
from MultiCoNER 1 and was utilized by all top-
performing teams. Per convention, we trained the
model using the AdamW optimizer with a learn-
ing rate of 1e-5. We trained each model for 20
epochs, which took about 2.5 hours with a single
A40 GPU on the Minnesota Supercomputing In-
stitute’s Agate cluster. We used macro-averaged
validation F1 score as the main evaluation metric
for comparing the performance of models trained
on various datasets. For the preliminary results, we
focused on two languages: French and English.

6.1 Translation

6.1.1 Quantitative Results

F1 P R
EN 0.802 0.800 0.804

EN-F 0.794 0.796 0.792
EN-P 0.777 0.766 0.789

EN-S-F 0.805 0.810 0.801
EN-S-P 0.809 0.795 0.823

FR 0.827 0.825 0.829
FR-F 0.817 0.811 0.822
FR-P 0.822 0.828 0.817

FR-S-F 0.835 0.836 0.835
FR-S-P 0.818 0.820 0.816

Table 1: Best validation F1 score, precision at that
epoch, and recall at that epoch for French/English +
Full/Partial/Stabilized Full/Stabilized Partial.

The stabilized versions of the translation
achieved about 0.05 to 0.1 point improvement over
the baselines of either language trained on just the
training set from MultiCoNER as shown in Table 1.
However, to our surprise, our first two methods of
translating worsened performance on the validation
data. To specify, compared to a model trained only
on the training set, the F1 scores for full and partial
translations were worse by about 0.05 to 0.1 points
for both languages.

6.1.2 Qualitative Results

The three most common failure modes were: pre-
dicting a shorter/longer span, completely missing a
named entity, and misclassifying a span to a differ-
ent label. An example of the first is the following:
“eli lilly and company" is tagged as a “PublicCorp”
in one of our samples, but only “eli lilly and" would
be predicted to be “PublicCorp” The second error
happens most often when a single word, such as
“pulpit” is tagged as a named entity. There isn’t a
sufficient context for the model to identify that even
such a common everyday word can be a named en-
tity. The third error happens most often between
tags such as “OtherPer” “Artist” and “Politician.”
As the 33 entity labels are very fine-grain, with mul-
tiple categories of people and groups, the model
often correctly identifies that a span is some kind
of person, but fail to realize exactly which type of
person.

6.2 Masked Entity Language Modelling
Results

For masked entity language modeling, we trained
the XLM-RoBERTa-base using a masked entity
language modeling objective for 40 epochs on the
training set. Each took around 4 hours to train.
The implementation is still in its early stages and
we need to explore more sampling techniques to
produce better results.

Contrary to our intuition that introducing differ-
ent yet likely entities would make the NER model
more robust and produce better results, it ended up
hurting the performance by quite a bit. To specify,
a model trained on French + MELM augmentation
had a validation F1 score of 0.81, which is lower
than that (0.817) of even the lowest-performing
version of the translation (full). Figure 12 shows
quite convincing samples produced by the MELM
model, so we were surprised to find out such a bad
performance.



Figure 12: The first four augmented samples from the
English data.

7 Limitations

7.1 Google Translate

It turned out that the translation tool we used
(Google Cloud) possessed a few limitations that
were reflected in our translated files. The first lim-
itation was that we noticed tags such as “PROD-
Vehicle" or “MED-Symptom" were also getting
translated. To fix this problem, we made a dic-
tionary of words and their tags in the source lan-
guage, then replaced tags with the “UNK" token
so it won’t get translated. Finally, we replaced
“UNK" tokens with the correct tags of words from
the dictionary. While debugging this problem we
also noticed that the order of the words has also
changed. For example, the word comes before the
tag, therefore we used back translation for words
before and after the tag to find the correct corre-
sponding word.

The second limitation was that we realized all
words inside brackets were capitalized after trans-
lation. The python .lower() method made this prob-
lem easy enough to handle. Other problems such as
missing the plural “s" after translation and translat-
ing some words twice, depending on the language,
were also seen through debugging process and were
handled.

7.2 Environmental Risks

Increasing the size of the training dataset through
data augmentation, not only adds to the develop-
ment cost in terms of dollars but also to the model’s
training time, which results in more CO2 emissions
(Feng et al., 2021).

While some of the cloud-compute companies use
carbon credit-offset sources, the majority of their
energy is not sourced from renewable sources and
many energy sources in the world are not carbon
neutral. For the task of machine translation where
large LMs have resulted in performance gains, it
is estimated that an increase in 0.1 BLEU score
using neural architecture search for English to Ger-
man translation results in an increase of $150,000
dollars compute cost (Bender et al., 2021).

7.3 Cost
Without batching, it takes around 5-6 hours to aug-
ment one training set which is incredibly high but
we were able to reduce this time significantly by
sending sentences in batches to Google Cloud for
translation. The other limitation regarding the cost
was that Google Cloud API offers free translation
for only the first 500,000 characters. After that,
you will be charged for $20 per month for every
million characters.

7.4 Dataset Annotations
We later realized that some samples in the train-
ing sets don’t have correct annotations. For exam-
ple in the sentence “he holds wins over tito ortiz
masakatsu funaki yuki kondo semmy schilt and mi-
noru suzuki,” all entities are athletes and should be
considered athletes in context, but for some reason
“yuki kondo” is left out as “OtherPER.” This error
seemed most common among tags of people.

We brought this up to the competition organizers,
who unfortunately informed us that “the dataset is
created with weak supervision. So things like these
are expected. The annotations are not 100% accu-
rate all the time." We have requested an estimate
for the number of inaccurate examples, but have
yet to receive a concrete reply.

8 Plan Until the end of semester

8.1 Augmentation Quality
While we have analyzed the performance of the
trained NER models, we have not worked much
on measuring or guaranteeing the quality and relia-
bility of the augmentations. We will hand-analyze
our augmented samples more carefully while look-
ing at model-based techniques such as T-SNE to
visualize the distribution of the augmented samples
compared to ground truth samples. Then, we will
conduct more experiments on other variations of
translation techniques (translation models instead
of Google Cloud w/ attention map).

8.2 Error Analysis
We analyzed performance in terms of macro-
averaged F1 scores, but we need to analyze more
fine-grained metrics to identify more exact error
modes. As there is an uneven distribution of named
entity types, identifying exactly which entities are
the easiest and hardest to predict would offer in-
sight into how to improve the model further.
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